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PUBLIGUMMARY

This deliverable is the final reportirfgr the outcomes of task T.6.11In the first reporting document,
ANASTACIA Deliveralid.]1] , we providedthe integration ad technical testing plan of thANASTACIA
framework,along with thesuggested development cycle and the tools that can be used to support both the
collaborative developmentThe integration planhas been created usingNASTACIReliverable D1 2]
(delivered at M9)as starting point andby identifying and specifyinghe necessary integration poisit
betweencomponents also by constructing thimtegration approach that will be followedsarchitecture

has changed a lot since thgthere has been a continuous sync wille advancements of taskl.3 and that
results to be reported in D1.&t M36)were considered in thidocument

This deliverald extendsand updates D6.1 witthe results aboutntegration deployment and validatian
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1 INTRODUCTION

1.1 AIMS OF THBPOCUMENT

In this document we providithe output of thefinal efforts ofexecutinghe integration, testing and technical
evaluation planof ANASTACI&amework For the creation of the integration plarchnical partners
collaborated in many different occasions, especially for the definition of the necessary integration points
between componentsbut also for a common approh regarding testing and evaluatichhe starting point

for the integration plan was®\NASTACIBeliverable D1J2] and the work done in task T1.3: Architectural
Design continued with thespecificationand developmentf the mechanisms described in WP2, WP3, WP4
and WP5.Then, in W we defined the integration plan of the discrete mechanisms and software
components with the agreement on identified interfaces, thusage of selected toalsindthe setup ofa
development lifecycle schenthat includes source code management, continuous integration, sowrode
quality control, release management and ticketiAg this effortwas presented in D6[1] in this document

we provide mostly the resultdut we also providall the updates on the integratioimterfaces, deployment
and integration testing of the ANASTA@Bmework

1.2 APPLICABLE ANREFERENABDCUMENTS

This document refers to the following documents:

Grant Agreement N°731558Annex | (Part A) Description of Actiof3]
D1.2¢ Usercentred Requirement Initial Analypi$

D1.3- Initial Architectural Desid@]

D2.8- Secure Software Development Guidelines Final REjort
D1.4- Final Usecentred Requirements Analyfs$

D6.1- Initial Technical integration and validation Repb}t

=A =4 =4 =4 -8 -9

1.3 REVISIONHISTORY

Version Date Description

0.1 14082019 Giannis Ledaki Skeleton of expected contents
(uBl)

0.2 5.09.2018 Giannis Ledaki: Draft content in sections 2, 3 and 5
(uBl)

0.3 22.09.2018 Giannis Ledaki: Updates section 2
(UBI)

0.4 5.10.2018 Giannis Ledaki: Integration tests section 5,3irst draft
(UBI) ALL

0.5 16.10.2018 Giannis Ledaki: Section 3 and Section 4 content integrated
(UBI), AL

0.6 29.10.2018 Giannis Ledaki: Section 5 added missing content
(UBI) ALL
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0.7 07.11.2019 Giannis Ledaki: Updatingintegration tests section 5.3 based on ing
(UBI) ALL from all partners after meeting@Cork

0.8 26.11.2019 Federico (M) Updated DSPS interface information

0.9 27.11.2019 Miloud Bagaa Draft content in sections 2, 3 and 4.
(Aalto)

0.9.3 28.11.2019 Ruben Traperc Updating section 2.1 and first review by ATOS
(ATOS)

0.9.5 10.12.2019 Giannis Ledaki Deliverable Finalized; Updating based on first rev
(UBI), ALL commensX dzLJRI G SR O2YLRY,!

updated section 4.1
1.0 11.12.2019 Stefano Bianchi Final proofreading

1.4 ACRONYMS ANDEFINITIONS

Acronym Meaning

API Application Programming Interface
Cs0O Chief Information Security Officer
DSPS Dynamic Security and Privacy Seal
HSPL High Security Policy Language
loT Internet of Things

MANO Management andrchestration
MAS Mitigation Action Service

MMT Montimage Monitoring Tool

MSPL Medium Security Policy Language
NFV Network Function Virtualization
(O] Operating System

REST REpresentational State Transfer
RPC Remote Procedure Call
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Acronym Meaning

SAS Security Alert Service

SDN Software Defined Networking

SIEM Security Information and Event Management
ul UserlInterface

VDSS Verdict and Decision Support System

VM Virtual Machine
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2 PLATFORMNTEGRATIO®VERVIEW

Amodernsoftware systeniike ANASTACIA a combination oflifferent subsystems cooperating so that the
overallframeworkis able to delivethe neededfunctionalies These subsystems need to be integrated in
such a way that they can support common business processes and datagsianssvhole framework

As described in D] , in ANASTACI®¥e tried to combine the desired characteristics of the different
approaches and create an integratithat is based on both direct communications between components
(Star architecture) andlsoasynchronous, looselgoupled integratiorthroughmessage brokeusage This
approach helpdus on achieving characteristics afemt-driven architectureand enableANASTACI#&r the
proper supportingof production, detection, consumption of, and reaction to events.

2.1 ANASTACINTEGRATEERAMEWORKRCHITECTURE

2.1.1 The Envisioned Platform

An important role for the decision regarding the architectural approach followeANMASTACIWas the
clarification of the platform vision regarding the way that tABIASTACIAs whole will baused Based on

the analysis of initial requirements and thise @ses reported iDeliverableD1.34] , in Deliverable D3[2]

five main activities to be supported by the platfonvere identified, with each of them utilizing specific
components. For the integration planning it is important to clarify how each of these components
interconnects to achieve theddentified activitiesthat are shortly presented below;

9 Security policy seup activity. This is the initial process triggered once a security policy has been defined
by the user. In this process the policy has to be configured in the platform in order to be enforced. The
interpretation of the security policy claims, the configurations required to monitor the security controls
associated to a policy or the definition of thresholds to identify policy violations, are some activities
carried out by this process.

9 Security policyorchestration activity Once the policy has been defined, it is necessary to enforce the
controls specified within the policy. To orchestrate the selected l10T/SDNWEB&d security enablers,
appropriate interactions with the relevant management modules saquired.

9 Security monitoring activity In this process the monitoring information is extracted from the devices
through monitoring agents and according to the security controls interpreted from the security policy.
In this activity, the monitoring datss filtered and aggregated in order to carry out its analysis and the
detection of anomalies.

9 Security reaction activity In this process the detected anomalies are evaluated to design counter
measures in order to mitigate the effects of attacks and ptitd threats.

1 Dynamic security and privacy seal creation activityg this process, relevant information about detected
threats, monitored information is evaluated to create a seal that determine the level of security
guaranteed/offered by an loT platfior.

The aforementioned activitieslong with their sukactivitiesand resultingarchitecture of the platform are
described with detail to the deliverable D1I8.this deliverable theipdatedarchitectureis alsopresented

in orderto identify and confirmthe interfacesand provide technical details about theeededintegration

points between the componenthat will allow the platform integration

2.1.2 Integration Points

Figurel shows the ANASTACIA architecture which includes the interfaces between modules, as defined in
D6.1, based orthe architectureversion delivered at M9 in D1.3

Page9 of 74

v
& stacn




Seal : :
Dynamic Security and
Manager Privacy Seal User Interface ———>

Dynamic Security and
Privacy Seal

Monitoring and reaction Plane TSMMI

Orchestration

Monitoring module Reaction module Plane

Attack Verdicts Security Alert
Signatures | | Reactions | Service

Data Analysis MVI Verdict and Decision Support
System

Data filtering and Mitigation Action Orchestrator Security Enablers Provider

rvice Csl o
b "7 ResourcePanning _ 1 é

RCI Secuity
Enabler Repository
NPV

NFV MANO

NFV Orchestrator

v omain
loT nodes Ma
=
Virtudlized

Monitoring
Agents 0 Virtualization Layer Infrastructure
= . 0 Manager
=

Virtualized Infrastructure Domain

pre-processing

4

w
)
o]
<
)
w
%
o)
o
3
ol
0
go}
g,
a
c.
Q
&
S
8

AduEURUOD pUR SU|IRPOW 3511 ADRAL]

MDR Enforcement oo
Plane Management Domain loT Controller SDN Controller

Figurel. ANASTACIA architecturelnterface View initial version

During the development and integration of ANASTACIA framework, updates had been made in the
architecture by adding new components and interfaces or even removing some unneeded inteéffgues.

2 depicts an updated view of architecture of the ANASTACIA framework, which includes the latest changes.
The final version of the architecture will be providedANASTACIBeliverableD1.5at the end of the projetc

The most important aspects that have evolved since then are summarized as follows:

- Monitoring Plane includes new componenisdident Detector, Resource and QoS monitorjng

- Reaction plane, where thReaction Module islefined with more details, includghcomponents
required by theVerdict and Decision Support Syst€fDSpto fetch input from different parts of
the ANASTACIA framewoksEets Model, Mitigations Reposito)y

- Security Orchestrator, has involved and is now detailed with the composystsm Model Service,
the Security Orchestrator Optimizerthe Performance Data Analytigsand the additional
componentsflriversneeded to interact with NFV, SDN and IoT functions.

- Seal Manager, where the components included have beéned (DSPS Agent, Seal Manager and
DSPS Repository how available).

- User plane extended with more User Interfaces that have been decoupled by the backed services
and are now included in this planB$S Ul, Alerting and reaction dashboard, Policy Editor Ul
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Figure2. ANASTACIA final architecture design

Figure3 shows the major interfacesf the platform. The colouring scheme that is used presents with white
the unchanged interfaces, with yellow interfaces that were defined but changed and with green the newly
added interfaces. The most important updates in the interfaces that are addeexglained below.
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Figure3. ANASTACIA final architectugenterface View

More specifically, the interfaces introduced that were introduced in D1.3 and no or only minor updates were
introduced are the following:

1 MSPL Reception Interface (MRT)his interface is used by the policy interpreter to send the MSPL to the
Security Orchestrator.

1 Security Enabler Provider Plugin Interface (SEPRtgrface exposed by the Security Enablers Provider.
It is used to get an gopriate enabler plugin during the lower policy refinement done at the Policy
Interpreter, as well as providing the list of available security enablers.

1 Monitoring Data Receiver (MDRThe interfaces that are used to allow the Monitoring Agents to pevid
their output to the Monitoring moduleActually,different Kafka topics are used for different monitoring
agents.

1 Security Enforcement Plane Interface for 10T, SDN and NEVI, SDNI, NFVI$et Interface between
the 10T, SDN, NFV Drivers and the Cdrarml Management Domain. This is a mostly a representation
change as these interfaces are just updated in the sense that the connection the controllers is made
through specific drivers.

o loT-oriented Security Enforcement Plane Interface (IOTIThis interhce is used from the
security orchestrator in order to configure the loT controller.

o0 SDNoriented Security Enforcement Plane Interface (SDNihterfaces between the Security
Orchestrator and the SDN controllers. It provides the connectivity required griienNetwork
Virtual Functions, and some basic security reactions.
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o NF\oriented Security Enforcement Plane Interface (NEMIhis interface allows managing the
security VNFs via the ETtBlented NFV MANO modules. The Security Orchestrator can request
the enforcement of the security VNFs according to the configurations generated by the policy
refinement process.

Some of the interfaces were updated based on the architectural updates and were more precisely defined:

1 High to Medium interface (H2Ml)interfacebetween the User Plane and the Orchestration Plane used
for translating and refine policies. H2MI provide information at a high level of granularity. This interface
is also used internally by the Security Orchestrator to get details about the capaliildteseeds to be
enforced within the 10T platform.

1 Medium to Lower interface (M2L1)Interface between the User Plane and the Orchestration Plane used
for translating and refine policies. M2LI provides a lower level of granularity thanntbemation
provided by H2MlI. This interface is also used internally by the Security Orchestrator to get details about
the capabilities that needs to be enforced within the 10T platform.

1 Seal Manager Metadata Interface (SMMThe interface provides thegeested information to evaluate
the security and the privacy in a re@the fashion. The security and privacy policies defined by the user
are stored inside the policies repository and an interface is available to retrieve and set them from the
seal manage Based on the latest architecture this interface is now between the Security Alert Service
(SASand the DPSS Agent of the Dynamic Security and Privacy Seal.

9 Security Alerts and Warnings Interface (SAWNhterface between the Reaction module and the use
plane which is used for the naotification to the User/System admin about relevant information regarding
alarms, countermeasures, etc.

1 Monitoring Verdicts Interface (MVI) Interface between the Monitoring module and the Reaction
module used for exchangingformation about detected incidents.

1 Also, theCountermeasures Suggestions Interface (CSI) has been renamed to Mitigations Enforcement
Interface (acronymremained CSI) Interface between the Reaction module (Mitigation Acti®ervice
(MAS) and the Secuty Orchestrator to exchange information about the countermeasures to be
enforced in the 10T platform in order to react to certain incident.

The newly added interfaces are the following:

1 System Model Interface (SMI)nterface of the System Model of the&urity Orchestrator that is used
by the Reaction Module (MAS and VDSS)

1 Resources and QoS Interface (RQmterface between the Resource and QoS MonitorndgSecurity
Orchestrator Engine

1 Resource Monitoring Interface (RPIhterface between the 10T irdstructure and the Resource and QoS
Monitoring

1 Mitigation Recommendations Interface(V2Ml)interface between the VDSS and MAS that sends
verdicts and recommendations for the mitigations to be performed

1 Asset Model Interface (AMI)Interface between the&urity Orchestrator and the Assets Model

Finally, the interfaces of configuring the motoring (MCI and RCI) were not used and therefore been
deprecated in this last version of the architecture.

In the following section, the detailed techniascription of all the identified interfaces is presented based
on bilateral and general discussions between the technical partners.
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2.2 DETAILEIDESCRIPTION OF TNEERFACES

This section gathers information about the interfagegjuired for theimplementaton of the integrated
solution of ANASTACIBy defining the communication between the components created in \8485.

The following subsections describe these interfag@ganized per activitypy detailing the following
information:

9 Description descriles the purpose of the interface
Component providing the interfacedescribes the component that is offering the described interface.
Consumer componentsdescribes the components that are using the described interface.

Type of interface: RESTXMLRPC, GUI, Java API etc.
Input data: describes how data that is required by the described interface (e.g.: Methods or Endpoints,
values and parameters of the interface)

)l
T
T
)l

1 Output data describes the data that is returned by the described interface (éhg.réturned data of
methods or REST call)

1 Constraints:Any security or authentication related topics regarding this interface, specifically the need
to use a secure transfer protocol. Also, any other constraints (e.g. specific prerequisitesymesta
encoding, transfer rates) which apply to the interface.

9 State:Synchronous/Asynchronous, Stream
1 ResponsibilitiesPartner that is responsible for the implementation and usage of the interface

In D6.1 we provided a first version of the identified interfaseisile in this deliverablewe describe the
updated and final versions of thieterfacesas they have been actually implemented

2.2.1 Interfaces forPolicy Setup Activity

The following tables describe the interfaces involved in theugetof a new policy, comfging the
interpretation of a security policy setp at the editor, involving the interfaces H2Mlaplel), M2LI Table
2), MDCTI(Table3), RP(Table4), MRI (Table5) and SEP[Table6). These tables extend and update the
information gathered in D1.3 and D6.1.

2.2.1.1High to Medium Interface

Tablel. Policy Editor Tool <= Interpreter H2M (H2MI)
High to Medium interface (H2MI) ‘

Description Theinterface allows requesting a policy refinement from a Higlel Security Polic
(HSPL) to a Medium level Security Policy (MSPL), as well as to request ¢
enforcement from a HSPL (avoiding to manually request M2L and MRI interfac

Component Policy Interpreter
providing the

interface

Consumer Policy Editor Tool
components
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Type of Interface

Input data /
Output Data

Constraints

Responsibilities

REST

Synchronous

Return Values of the
method

Methods or endpointsof

. Parametersf the method
the interface

MSPLOP codified in XM
which contains the policy
refinements, including
dependencies as well as
list of security enablers:
candidates for the policie:
enforcenent.

HSPIOP codified in XM
which contains different
kind of HSPL policies.

h2mservice

h2eservice

The values provided in the HSPL policies must be stored in the system model il
to perform the policy refinement successfully. This interface requires the Se
Enabler Provider in order to get the security enabkasdidates.

o UMU

2.2.1.2Medium to Lower Interface

Description

Component
providing the
interface

Consumer
components

Type of Interface

Table2. Security Orchestrator <= Interpreter M2L (M2LI)

Medium to Lower interface (M2LI)

The interface allows to request a policy translation from Medium Level Security |
Language Orchestration Policies (M&M) to specific security enable
configurations/tasks

Policy Interpreter

Security Orchestrator

REST

Synchronous
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Input data /
Output Data

Constraints

Responsibilities

Methods or endpointsof
the interface

Parametersof the method

Return Values of the
method

m2lservice

MSPLOP codified in XM
which contains different
kind of MSPL policies wit
the selected security
enabler for each one o

them, as well as intre
orchestration policy
dependencies.

JSON with a mappin
which includes the MSPI
the security enabler, the
translation and two lists
with the detected MSPL
conflicts and MSP
dependencies.

M2LI uses the system model and the Security Enablers provider interface in or
obtain the enabler plugin and perform the M2L translation. The interface also
the conflict detectorinterface in order to perform the conflicts and dependenc

detection.

o UMU

2.2.1.3Conflict and dependencies detection Interface

Description
Component
providing the
interface

Consumer
components

Type of Interface

Input data /
Output Data

Table3. Policy Interpreter < Conflict detector (MDCTI)

The interface allows to request MSBIP conflicts and dependencies detection.

Conflict anddependencies detection interface (MCDTI)

Conflict Detector

Policy Interpreter / Securit@rchestrator

REST

Synchronous

Methods or endpointsof
the interface

Parametersf the method

Return Values of the
method

mcdtservice

MSPLOP codified in XM
which contains different
kind of MSPIpolicies.

JSON with two differen
lists for conflicts anc
dependencies.

v
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Constraints

status of the system.

This interface requires the system model as well as the policy repository in orc
perform the conflict and dependencies detection taking into accountdbeent

o UMU

Responsibilities

2.2.1.4Policy Repository Interface

Table4. Policy Interpreter < Policy Repository (PRI)

Policy Repository Interface (PRI)

Description

The interface allows to store and retrieve security policy instances, templates
their status at different levels.

Component
providing the
interface

Policy Repository

Consumer
components

Policy Interpreter / Security OrchestratoMitigation Action Service

Type of Interface REST

Synchronous

Input data / Methods or endpointsof

the interface

Output Data

Parametersof the method

Return Values of the
method

hsptinstances

None JSON with the curren

capabilities ANASTACIA supporte
capabilities

String for filtering the JSON with the HSP

results

OP/HSPL instances creat
as part of a refinement

mspkinstances

String for filtering the
results

JSON with the MSPL
OP/MSPL instance
created as part of ¢
refinement/translation

Lowlevelinstances

String for filtering the
results

JSON with the lodevel

configuration  instances
created as part of ¢
translation

v
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Constraints

Responsibilities

Description

Component
providing the
interface

Consumer
components

Type ofinterface

policy-refinements (GET ¢
SET)

String for filtering the
results

JSON with the
correspondence betwee
HSPIOP and MSPOP

JSON with the requeste
correspondence of HSP
OP/MSPIOP

policytranslations (GET ¢
SET)

String for filtering the
results

JSON with the
correspondence betwee
MSPLOP and low-level
configurations

JSON with the requeste
correspondence of MSPI
OP/Lowlevel
configurations

Policyenforcement (GE~
& SET)

String for filtering the
results

JSON with the
correspondence betwee
MSPL ID and the status

JSON with the curren
status of the MSPL.

This interface requires the policy repository database.

o UMU

eception Interface

Tableb. Policy Interpreter<> Security Orchestrator

MSPL Reception Interface (MRI)

Interface used ¥ the policy interpreter to receive thMISPL Orchestration Polici
(MSPLOP)from the Security Orchestrator.

Security Orchestrator

Policy Interpreter

REST

Synchronous

v
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Input data /
Output Data

Constraints

Responsibilities

Methods or endpointsof
the interface

Parametersof the method

Return Values of the
method

Load_MSPL MSPLOP codified in XMl The same MSRQP but
which contains different each MSPL now contair
kind of MSPL policies, ¢ only one security enable
well asintra orchestration candidate.
policy dependencies an
the security enablers
candidates

None

o AALTO

o UmMu

2.2.1.6Security Enabler Provider Interface

Table6. Policy Interpreter <> Security Enabler Provider (SEPI)
Security Enabler Provider Interface (SEPI)

The interface allows requesting the available plugin catalogue as well as the
files whichimplements part of the translation process from MSPL to Ena

Description

configurations.

Component
providing the Security Enablers Provider
interface
Consumer .
components Policy Interpreter
Type of Interface REST
Synchronous

Input data /
Output Data

Methods or endpointsof
the interface

Parametersof the method

Return Values of the
method

getplugins

The required capability

A list of security enablers
which could be able to
enforce the required
capability.

v
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getplugin The  Security Enabler The plugin file which
Identifier implements the MSPL
translation.

Constraints Thepluginasapiece of software must be a python file which implements the metl
getConfiguration().

Slecoensnafiies o UMU (getplugin)
0 THALES (getplugins)

2.2.2 Interfaces for Policy Orchestration and Enforcement

The following interfaces are used for the enforcement of security policies in 0T devices. Three possible ways
of orchestrating or enforcing a policy can be used depending on the interface used:

1 Policy eforcement using SDN controllers through the SOTdb(e7).
1 Policy enforcement using NFVANO modules through the NFWlaple8).
1 Policy enforcement using IoT daoilers through the 101TT@ble9).

2.2.2.1SDNoriented Security Enforcement Plane Interface

Table7. Security Orchestrator<> SDN controllers (SDNI)

SDNoriented Security Enforcement Plane Interface (SDNI)

Description This interface allows managing the SDN networking configuration via the
controller(s). The Security Orchestrator requsaste enforcement of the SDN traffi
flow rules received as écome of the policy refinement procesBhis interfacesalso
used to retrieve the network inforation from the SDN controllers

Component SDN controller(s) : ONOS
providing the
interface

Consumer Security Orchestrator
components

REST

Type ofinterface

Synchronous

Input data / Methods or endpointsof Parameters of the Return Values of the
Output Data the interface method method
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Responsibilities

2.2.2.2NF\oriented Security Enforcement Plane Interface

Flow_dropping
Flow_mirroring
Flow_forwarding

Flow_bandwidth_limitation

JSON with the list o
parameters required tc
manage the flows

JSON  with
execution results

methoc

Regarding ONOS nortiound APIs, authentication based on user and passwo

required for issuing commands.

o AALTO

Description

Component
providing the
interface

Consumer
components

Type ofinterface

Input data /
Output Data

Table8. Security Orchestrator < NFWANO modules (NFVI)

This interface allows to manage the security VNFs via thed&€&8ied NFV MANC
modules. The Security Orchestrator can request the enforcement osdoarity
VNFs according to the configurations generated by the policy refinement proce

NF\oriented Security Enforcement Plane Interface (NFVI)

NFV MANO (Management and Orchestration) modules: OSM (under evaluatio

Security Orchestrator

REST

Synchronous

Methods or endpointsof
the interface

Parametersf the method

Return Values of the
method

Onboard/export Virtual
Network Function
Descriptor (VNFD)/
Network Service
Descriptor (NSD)

Create/Delete Network
Service (NS)

Data packages definin
NSD/VNFD.

Information about the NS
to manage

Method execution results

v
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Constraints

Responsibilities

Execute configuration
primitives on Network
Services.

OSM authentication is based on user and passwaetjsired for issuing command:
Also, HTTPs is enabled. Additional security features can be considered.

o AALTO
o THALES

2.2.2.3loT-oriented Security Enforcement Plane Interface

Description

Component
providing the
interface

Consumer
components

Type of Interface

Input data /
Output Data

Table9. Security Orchestrator <= loTcontrollers (IOTI)

This interface allows managing the configuration of 10T nodes via specifi
controllers as well as register new loT devices. The Security Orchestrator rec
the enforcement of the security controls within the I0T nodes according to
configurations generated by the policy translation process.

loT-oriented Security Enforcement Plane Interface (IOTI)

IoT contpllers

Security Orchestrator

REST

Synchronous

Methods or endpointsof
the interface

Parametersof the method

Return Values of the
method

register

JSON which includes tt
information of the new loT
device.

Registration notifications

resources

JSON with the require
resource  request o
modification

IoT resource values/resu
of the operation (turn off,

disable radio,
bootstrapping, in plain
text

v
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Ahoneynet model in ordel

honeynet None to build 10T honeynef
policies.
Constraints The system model is required in order to register the 10T devices properly.

Secalenaliiess s o UMU/OdinS

2.2.3 Interfaces for Monitoring

The following tables describe thimterfaces involved in the Monitoring processes. The collection of
monitoring data is described in the Monitoring Data Receiver (MDR) set of interfaabke £0), while
resources monitorings part ofRQI(Tablell) interface

2.2.3.1Monitoring Data Receigr

Table10. Monitoring Agents < Monitoring Module (MDR)

Monitoring Data Receiver (MDR)

Description This integration point is needed in order to allow the Monitoring Agents to pro
their output to the Monitoring Modulehrough the Data Filtering Component. It
not a single interface but a collection of Kafka tepicsed for the collection of the
data from a diverse set of monitoring agents.

Component Kafka Message Broker
providing the
interface

Consumer Data Filtering Component (Monitoring Service)
components

Type of Interface Type of Kafka Topic depends of the Monitoring Agent

Asynchronous

Input data / Methods or endpointsof Parametersof the method Return Values of the
Output Data the interface method

One topic per eact Parameters agreed pe N/A

monitoring agent agent in json format
1 AAA events -
loTBroker

! https://kafka.apche.org/documentation/
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1 Deep Packe
Inspection
scanning q
security.report

1 Data Analysis -
UTRCVerdicts

Constraints Each monitoring agerghould be able to connect to the Kafka Broker

fleseesialiiilss - o UBITECH

2.2.3.2Resources Monitoring and QoS Interface

Tablell. Resource and QoS Monitoring Module<Security Orchestrator (RQI)

Resources and QoS Interface (RQI)

Description This interface enables the security orchestrator to #i@e monitoring of the
resource utilization of the VNFs that includes the CPU usage percentage, m
details available, used and total.

Component Resource and €5 Monitoring Module
providing the
interface
Consumer Security Orchestrator
components
Type of Interface REST
Synchronous
Input data / Methods or endpointsof = Parametersof the method Return Values of the
Output Data the interface method

Retrieve_Resources JSON that includes th JSON with metho
information of the VNF. | execution results

Constraints The VNF is up and running. Also, the security orchestrator should have right |
to the different deployed VNFs.

RES SR 0 AALTO
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2.2.4 Interfaces for Reaction Activity

The following interfaces are used for exchanging relevant data required for the fulfilment of a security policy
within an loT platform. This includes:

1 The notification of detectednhcidents between the Monitoring and the Reaction modules through the
MVI (Tablel2).

1 The notification of alerts and countermeasures from the Reaction module tdJ#&/System admin
through the SAWIMablel3).

1 The list of mitigations capable of mitigating an ongoing incident along with a suitability thcotggh

V2MI(Table14).

Thecomputed countermeasures to the Security Orchestrator for its enforcerteatigh CS[(Tablel5).

The information related with the System Model and the Security Enablers deployed inetveork

through SMI(Tablel6).

i The latest information about mitigation strategies, capabilities and actions thréhgi{Tablel7).

)l
T

2.2.4.1Monitoring Verdicts Interface
Table12. Monitoring -> Reaction definition (MVI)

Monitoring Verdicts Interface (MVI)

Description This interface providethe required monitoring information from the Monitoring t
the Reaction Module. The transferred data is mainly composed of the verdicts
security properties tested on the network.

Component Incident Detector (Monitoring Mode)
providing the
interface

Consumer Verdict and Decision Support System (Reaction Module)
components

Type of Interface RabbitMQ queue

Asynchronous

Input data / Methods or endpoints of the Parameters of the Return Valuesof the
Output Data interface method method
RabbitMQBolt, listening to th¢ JSON including None
eu.anastacia.siem_server_outp! alarmiD, BacklogIC
gqueue AlarmEvent. Alarn
event containing
related to the incident
detected.

Constraints None
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Responsibilities

0 MONT
o ATOS

2.2.4.2Security Alerts and Warnings Interface

Description

Component
providing the
interface

Consumer
components

Input data /
Output Data

Input data /
Output Data

Constraints

Responsibilities

Tablel3. Reaction> User/System Administrator definition (SAWI)

Security Alerts and Warnings Interface (SAWI)

This interface transferthe alerts and warnings from the Reaction Module to the-e
user interfaces. lis the maincommunication channel between the Reaction Mod!
and the ANASTACIA User Plane.

Security Alert Service (Reaction Module)

Enduser interface

Database directly accessed from the user plane interfaces

Asynchronous

Methods or endpointsof
the interface

Parametersof the method

Return Values of the
method

Specific tables on th
database containing the
information

The set of detectec
security issues (fo
raiseAlert), and the

applied countermeasure

(for informReaction)

None

None

ATOS
MONT
CNR
UTRC

O O OO

2.2.4.3Mitigation Recommendations Interface

Tablel4. Verdict and Decision Support Systes Mitigation Action Service (V2MI)

Mitigation Recommendations Interface (V2MI)

v
& stacn
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Description This interface providga list ofmitigation recommendationsapable of mitigating ar
ongoing incident. For every mitigation a suitability score is also provided. It is us
the MAS to trigger the mitigation suggested by the VDSS.

Component VDSS
providing the
interface
Consumer MAS
components
Type of Interface RabbitMQ queue
Asynchronous
Input data / Methods or endpointsof the | Parametersof the method = Return Values of
Output Data interface the method
Ethange queue JSON, which includes: None
GEOKEY3ISONEO2 - The complete alarm
attacheg to a queue | to mitigate
alj dzSdzSPOPNB O2 YY S . Name of the
used by the MAS to consume incident
messages - List of mitigations
including:
o Id of the
mitigation
0 Suitability
score of the
mitigation
0 Whether
the
mitigation
has been
chosen by
the Chief
Information
Security
Officer
(CISQ
Constraints None

feseepsiafiiss o MONT
o ATOS
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2.2.4.4Countermeasures Suggestions Interface

Description

Component
providing the
interface

Consumer
components

Type of Interface

Input data /
Output Data

Constraints

Responsibilities

Tablel5. Reaction> Orchestrator definition (CSI)

Mitigations Enforcement Interfac€CSI)

This interface allows the Mitigation Action Service to send the comp!
countermeasures to the Security Orchestrator for ienforcement. The
countermeasures are sent in the MSPL format, using an HTTP interface.

Security Orchestrator

Mitigation Action Service (Reaction Module)

HTTP REST interface

Asynchronous

Methods or endpointsof | Parametersof the method Return Values of the
the interface method

HTTP endpoint for sendin An  MSPicompliant XML ID
the MSPL countermeasur file that codifies the
computed
countermeasures.

Following the usage of open standards, this interface uses both the HTTP protc
the main wrapper for the countermeasures. In addition, the mitigation actions
expressed in the MSPL language,

o AALTO
o MONT

2.2.4.5System Modelnterface

Tablel6. Verdict and Decision Support System (VDSSBystem Models Service (SMI)

System Models Interface (SMI)

Description

This iterface provides the ANASTACIKMponents with the information relatec
with the System Model and the Security Enablers deployed in the network.
information includes the description of the devices deployed, their endpoints, an
others.

Page28 of 74

v
& stacn




Component
providing the
interface

Consumer
components

Type of Interface

Input data /
Output Data

Constraints

Responsibilities

Security Orchestrator

Mitigation Action Service (Reaction Module)

Assets Model (Reaction Module)

Policy Interpreter
Policy Conflict Detector

loT Controller (loT Register)

Verdicts and Decision Support System (Reaction Module)

HTTP InterfacéSwaggetbased)

Synchronous

Methods or endpointsof Parametersof the method

the interface

Return Values of the
method

HTTP GET/POST/DELI JSOMbased object that

A JSOMNbased object with

for retrieving or updating could specify different the requested
the information. needed parameters. information.

None

o AALTO

2.2.4.6Asset Model Interface

Tablel7. VDSS> Assets Model (AMI)

Asset Model Interface (AMI)

Description

Component
providing the

interface

Consumer
components

Asset Model component is responsible for storing and sharing latest information ¢
mitigation strategies, capabilities and actiofi$uis interface is used by components

access this information.

Assets Model

Verdict and Decision Support System

v
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Type of
Interface

Input data /
Output Data

Constraints

Responsibilities

REST API

State is persevered at Assets Model level. This helps ANASTACIA framework ket
information about strategies, capabilities and acti@wilable in the framework.

Methods or endpoints

of the interface

Parameters of the
method

Return Values of the
method

<host_ip:port>/strategies|GET]

None

List of all strategies store
by AM component

<host_ip:port/strategies/<int:id>
[GET, PUT]

Strategy ID or new
strategy

One strategy with unique
ID (GET) or adds ne
strategy (PUT)

<host_ip:port>/strategies?availabl
=<int:availability> [GET]

Availability flag

List of strategies with flay
enabled (1) or disabte(0)

<host_ip:port>/strategies/threat
/<int:id> [GET]

Threat identifier

List of strategies witt
given threat ID or

<host_ip:port>/strategies/threat/

Threat identifier and

List of strategies with

o : e availability flag availability flag enablec
<int:id>?available=<int:availability .

[GET] (1) or disabled (0)
<host_ip:port>/capabilities/ None List of all capabilities

[GET]

<host_ip:port>/capabilities
[<int:id> [GET, PUT]

Capability identifier

One capability  with
unique ID (GET) or adc
new capability (PUT)

<host_ip:port>/capabilities?

available=<int:availability> [GET]

Capability identifier
and availability flag

List of capabilities with
availability flag enablec
(1) or disabled (0)

<host_ip:port>/actions/ [GET]

None

List of allactions

<host_ip:port>/actions/<int:id>
[GET]

Action identifier

One action with unique IL

N/A

0o THALE®ith UTRGupport

v
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2.2.5 Interfaces for Seal Creation

2.2.5.1Seal Manager Metadata Interface

The following interface SMMT éblel8) is used for the exchange of the relevant data that the seal manager
needs in order to create the Dynamic Security and Privacy Seal.

Tablel18. Reaction> Seal Manager definition (SMMI)

Seal Manager Metadata Interface (SMMI)

Description The interface is used to provide the alerts, mitigation actions and mitigation stat
forge the dynamic security angrivacy seal. Security and the privacy in a-teaé
fashion.

Component Dynamic Security and Privacy Seal

providing the

interface

Consumer 1 Security Alert Service

components 1 DSPS agent
REST. Consumes json, following STIX/TAXII standard (Structured Threat Info

Type of Interface ; . .
Expression and Trusted Automated eXchange of Indicator Information).
Synchronous

Input data / Methods or endpointsof Parametersof the method Return Values

Output Data the interface of the method
[POST] STIX json object. None
lapilv3/system_status It should include threat information, and

may include mitigation information.

e.g.

{

“name™  “"Man in the Middle on IoT data",
"type": "attack-pattern”,
“id": “"attack-pattern--8cc017e21df3-4163-ada2-

b33d5faead19",

"created": "2019-05-20T13:52:34.7482Z",
"modified": "2019-05-20T13:52:34.748Z",
"spec_version": "2.0",
"x_dsps_anstacia_alert": {
"request_id": "12345",
"status_complete": true,
"policy": null,
"AlarmEvent": {
"PRIORITY": 5,
"RELIABILITY": 10,
"ORGANIZATION": "ATOS"
"SID_NAME": "Man in the Middle on loT data 2"
"USERDAR2": "Probing attack”,
"RISK": 10,
"CATEGORY": "Attack”,
"SUBCATEGORY": "compromise’
}

}

}

Constraints N/A
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Seseenealiiss o MAND
o CNR

2.3 TECHNICAINTEGRATIONIECHANISMAND PROCESS

For the technical integration iIMNASTACIe need many different components to be deployed and
communicate using dedicated interfaceslroughmessage brokensagelIn the following table, we provide
an overview of the mechanisnselected by the consortium to help the integration preselhe reader can
find more detailed information about the mechanisms in deliverable PD§.1

Table19. ANASTACIAtegration mechanisms

Multiple Facets Integration

At Deployment Level Using Docker whenever possible and configu
O2YLRYSY(GaQ RENY @&r&abes ghi
Docker compose

Dedicated container registries using Gitlab

At Interfaces Level Documentation of Interfaces usin§wagger
At Code Level Dedicated code repositoés usingGitlab
At Knowledge Level Dedicatedfolder for collaboration on the shared

repository ofconsortium

2.3.1 Using Docker for Integration

Although providing components as Docker imagea®l collection of components as Docker compose files
was not a hard requirement it was a practice that was followed at the extend this was possible in order to
ease the testing and deployment of ANASTADUbkKerizing an application is a very diverse pdoce and
multiple approaches can be followed, for this reason dedicated guidelines and examples have been shared
among the technical partner$or hosting the needed docker imag&stlabhasbeenused

2.3.2 Integration atInterface Level

For the better coadination of the developmenand integration throughhe interfaceswe suggested the
usage ofSvagge?. Also,we have usd message queues for providing support for Asynchronous operations.

2.3.2.1Swagger Usage

At some of the componentespecially ones witbxtended APIsSwagger has been used in ordeetse the
integration and testingln Figure4 below a screenshot of the Anastacia System Model component is
provided.

2 registry.gitlab.com/anastaejzroject/framework
3 https://swagger.io/
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https://swagger.io/

@ Not secure

195.148.125.100:9000/apifswagger/ *

hitp://195.148.125.100.9000/apyswagger/format=openapi

Anastacia System Model @

[ Base UAL: 195.148.125.180:5000/00d |
Pitg:1195.148. 125, 100:90003pilswagger Momat=openspl

Anastacia system model development version

Tem:

Conlact the d

Schemes.
Filler by tag

PNF v
| FPNF/ PNF_list @ ‘
(= ———l
| v rcsan e reod @ |
m JPNF/{id}/ PNF_update
m JPNF/{id}/ PNF_delete @ ]
RT_resource ~
| /RT_resource/ RT_resource list @ ‘

Figured. Swagger usage in ANASTACIA System Model

The usage of Swagger allowed having alwaytowgate informationnot onlyaboutthe available functions
but also about the way that these functions should be called.

interfaceinfo ~
Jinterfaceinfo/ interfaceinfo_list ]
Parameters Try it out
Mame Description
page A page number within the paginated result set.
integer
(query}
Responses P content type icati -
Code Description
200
Examgle Value | Model
v o
count® integer
next string($uri)
x-nullable: true
previous string(Suri)
x-nullable: true
1ts+ 5
e « [Interfaceinfos w {
id integer
title: ID
readOnly: true
mact string
title: Mae
maxLength: 255
winLength: 1
ipvd string
title: Ipwd
moxLength: 255
ipd_mask streing
title: Ipvd mask
maxLength: 255
1oeal_ipvé streing
titie: Local ipvs
maxLength: 355
Iocal_ipvé_mask stri
title: Local ipvs mash
moxLength: 255
Elebal_ipvé steing
titie: Global ipvé
maxlength: 255
Elabal_ipvé_nask sted
titie: Global ipvé mask
maxLength: 355
global_prefix string
title: Global prefix
moxLength: 255
interfaces integer
titie: Interface
n
L

v
& NASTACIA

Figure5. Swagger usage in ANASTACIA System Model
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2.3.2.2Asynchronous Operations

For interfaces that needed asynchronous operation mode for their communication, messagestiraker
beenused. The publish/subscribe (pub/sub) messagintepais realized using destinations known as topics.
Publishers send messages to the topic and subscribers register to receive messages from the topic. Any
messages sent to the topic are automatically delivered to all subscribers. In ANASTACIA we dneacsia

Kafkd as message broker for the integration of monitorihgd S yfeédbazk,and byother components

needing asynchronous communicatisuch as the Logging ServeabbitMQi K 4 A& LI NI 2 F (K
component has also been used.

2.3.3 Code Levelntegration - Working on the same components

In order to support thecases that multiple partners need to work on the same components, code level
integrationwas usedCode repositores were used bgll partnersnot onlyto work togetherbut alsoto store

0§ KSANI O2 Y LRy SthésQuice baeRepositotied Sdiavaifabldttps:/qitlab.com/ANASTACIA
project For the actual components of the platforg?® different repositories were created. One additional
repo/project was created for hosting common files for the Anastacia framework creai@uditional
repositories have been also added for storing and sharing additional tools, attacker emulators etc.

4 https://kafka.apache.org/
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https://gitlab.com/anastacia-project

Subgroups and projects  Shared projects Anchived prgjects Szarch by name Last created

0 & reacu_c-n-r_nodu.le-mgger o] . ) *1 4 hours 2g0
Repository including software able to trigger the reaction module th
loT-broker &

H o *0 dwaeks
loT-Broker dodker deployment Ees e
PEP-proxy &

B * 0

H PEP-provy docker deployment 4 weeks ago
XACML &

A x * 0 4 waeks
HACML docker deployment Ees e

H ¢ CapManager & ) *0 I
Docker deployment of the Capability manager

R o OpernPANAR * 1 manth
Dockarizad OpentAlA =

ity-enablers-provider £

R g seww *0 2 manth
UMU PoC of the security enablers provider manths 2go

H u u_dat_a_analys.ls-semce & . ) *0 A manths ago
Behavior analysis component for ¥3 ANASTACIA project demonstrati

_adversary-service &

AR uy v * 0 4 month
1T adversary sanvice for stap 2 of ¥3 ANASTACIA project demonstra manths 2go

0 e echo_service & *0 A manths ago

Examgple of echo service for ANASTACIA components to enable moni

iot-controller &7
1 * 0
R AMASTACIA 10T Controller 4 months ago

R L1 ot et e e
O p Policy-repository w *0 4 months ago
Anaztacia policy repasitary
H P policy-interpreter @ * 0 4 months ago
R o ::Espr::a: l:\c?mains code and documentation for the DSPS user-ing * menhe 2z
R A e ot s compene e e
RTA :'::;;?:gias_;:ﬁgcii:f;::::Nfﬂﬂcm compenents interactions *e Feane
R R e et s oy o v e i ! e
Ho=r :Z::;:;:E-I ::::,Zli;apl;:tlﬁi;eﬂﬁead:im Madule (THA and UTRC *0 i manthe 22
n reaction-sacurity-alert-service 3 * 2 6 days 230

Security Alert Service of Reaction Modulz {CHR and DG)

Figure6. ANASTACIAroject growp in Gitlab (1/2)
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# Arestada-project » Details

_ N[ty o - I
sz Growp [Cr 2220776

A holistic solution enabling trust and security by-design for Cyber Physical Systems (CPS) based on loT and Cloud architectures.
http:fwww_anastacia-h2020.eu

Subgroups and projects  Shared projects  Archived projacts Search by name L=t created
dsps-server §
* 1

H oo Thiz project contains code and documentation for the DSPS-Server ¢ 4 manths 292

H D ds-ps-p!'wacystcirage v ) ) &0 10 months ago
Thiz project contains code and dooumentation for the DSES-Privacy?
dsps-agent

D * 1

H This project contains code and dooumentation for the DSES-Agent o 4 months ago
dsps-gui &

H b * 1 4 month
This project contains code and dooumentation for the DSES-GUI con e Ege

R s seal-manager 8 * 1 4 manths
Repository, Registry and Issue tracker for Seal Manager 20

licy-editor &

R » F° * 0 10 manth
Repositary, Registry and lzsue tracker for Policy Editor and |nterperst mantis age

A r reacu_on-mod_ule & ) * 0 10 months ago
Repository, Registry and lzsue tracker for Reaction Medule

ity-orchestrator 5]

A s securi * 0 10 month
Repository, Registry and lzsue tracker for Security Orchestrator e Ege
IoTBrokerConnector &

H o * 0 10 manth
A Kzfea connector wsad in order to consume data from the loTSnoke manhe E2e
framework &

R E &0 10 maonth:
Repository that is used for the integration of all companents of the £ mantis age
anastacia-menitoring-data-enhancer

H = a &0 10 months ago

Monitoring data filtering and pre-processing componsnt

< ey Mext »

Figure7. ANASTACIA project group in GitLEh2)
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3 PLATFORMMPLEMENTATION ANRTEGRATIORLANNING

In ANASTACIRave beerperformingtwo cyclesof technical and user evaluations duringetprojectperiod,

while the development of the platform and its evaluatievasbe performed in parallelThe final version of
ANASTACIA Framework will be delivered at the end of the proje&t, LI NIi 2 F 2-Béc&hd 2y S
AGSNI GAQGS 0e0tS 27F RSJStThisderSioiditheIy MtedrafedirSniewdrkyat 1 £ A
has undergoné¢echnical validationand inTable20we provide the actual status of the componeisvards

this final releaseAs seen atomponents have been finalized; minor changes are patformed based on

the final setup and teston the demonstration environment for the final reviedemo.

Table20. ANASTACIO2 YLR YySy G1aQ aidl (MB® FT2NJ FAyLEt NBESIas
Component Responsible Status for Final Release
Partner

(subcomponent)

Policy Editor Tool UMuU Finalimplementation covering the main identified use
cases, allowing to model HSBP policies through the
GUI as well as request their translation and
enforcement.

Interpreter UMuU Final implementation comprising the H2M refinemen
and M2L translation processdor the main identified
use cases.

Policy Conflict Detector UMuU Final implementation comprising the MS@P conflict
and dependencies detection for the main identified u
cases.

Policy Repository UMu Final implementation comprising the storage of HSP
OP, MSRDP and Low level configuration instances ¢
well as their status.

Security Enablers Provider UMU Final implementation comprising the plugins catalog
as well as the plugin files.

Security Enablers Plugins OdinS (DTLS  Final integration of DTLS proxy to enable the dynam
proxy) deployment by NVF orchestrator.

OdinS (AAA Final integration of all AAA security mechanisms to
Architecture) enable the dynamic deployment by NVF orchestra

OdinS (Network Final integration of Network Authenticator to enable
Authenticator)  the dynamic deployment by NVF orchestrator.

UMU (IPTABLE! Final development of filtering capabilities using the
IPTABLES enabler in order to cope with the main
identified use cases.
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UMU (loT

Final implementation of power management,

Controller) bootstrapping and loT honeynet capabilities, as well
0T devices registration

UMU (SDN Final implementation of required networking

ONOS NB & SD capabilities by the use cases.

ODL NB)

UMU (Cooja)

Final implementation of 0T honeynet translation anc
deployment as VNF, from different 10T architecture
topologies.

UBITECH (Kippc

Final implementation of the ssh honeynet enabler.

Optimizer

Securityorchestrator AALTO Final implementation of the Security Orchestrator as
Engine virtual instance covering the defined use cases.
Security Orchestrator AALTO Final development abptimization Algorithm that gives

the possibility to ensure an efficient life cycle
management of different VNFs.

loT Controllers and Drivers

OdinS / UMU

Final development and integration with the
Orchestrator component for enabling all security
actuations over loT network.

Final implementation and integration of the 10T
controller northbound/southbound endpoints in ordet
to cope with the main identified use cases.

NVF Orchestrators and AALTO Final version of Open Source Mano with th&evant

Drivers VNF and NS descriptors and the final version of the
OSM driver.

SDN Controllers and AALTO Final version of the ONOS controller with the relevar

Drivers underlying architecture and the final version of the
ONOS driver.

Monitoring Agents OdinS Final development and integration of all attacks
notifications provided by loT broker and AAA
architecture when detect malicious behaviours
according to use cases proposed in ANASTACIA pr¢

MONT Integration of theadapted version of théMT-Probe

to support all the 10T protocols involved in the
ANASTACIA use cases.

v
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ATOS

Implementation of new plugins for the incorporation ¢
new sources of events, including new virtual security
services and 5G related incidents.

Data Filtering and pre UBITECH

processing Component

Finalization of appropriate models used for filtering a
pre-processing of datataking into account 5g related
incidents.

Data Analysis Component UTRC

Final implementation of adversagmulator for APT
that generates MiTM attacks in Y3 scenario.

Verdict and Decision ATOS

Support System

Creation of a Decision Support System based on ale
detected, devices affected and available mitigations
provide with suitability scores for the avable
mitigations, which are used to recommend about
mitigations.

Integration of the VDSS with the Assets Model and v
the System Model of the Orchestrator

Mitigation Action Service MONT

Implementation of the standard language (MSPL) to
communicate the set of computed countermeasures
the Security Orchestrator. Integration with the other
components of the ANASTACIA platform.

ATOS

Integration of the VDSS output with the MAS for
submitting mitigations recommendations.

Security Alert Service ATOS, CNR

Incorporation of alerts, configuration of the decision
support service, visualization of reports, interfaces fc
the configuration of monitoring, alerting and reaction
components.

ATOS

Integration of the VDSS aacident Detector output
for submitting information about incidents detected
and mitigations recommendations.

Dynamic Security and
Privacy Seal Agent

MAND, DG, AS

Dynamic Security and Privacy Seal implementation
completed

Security and Privacy MAND, DG, AS

Manager Analysis

Implementation completednd integrated with other
components

Dynamic Security and MAND, DG, AS

Privacy Seal User Interface

GUI of Dynamic Security and Privacy Seal
implementation completed

System Model Service AALTO

Final version of System Model Service that confirms
with open API specification.

v
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Assets Model

THALES

Component development and integration completed

Security Resource Plannint THALES

Component development and integration completed

Inc

ident Detector

ATOS, MONT

Incorporation of cross correlated alarms that integrat
different events from different sources for the
generation of more accurate alarms.

Incorporation of support for additional alerts related t
5G incidents.

Incorporation of 10T dewe related information (such a
location, type of device) to provide with risk
calculations based on the characteristics of the devic
affected.

Security Sensors

MONT (MMT
Probe)

Inclusion of the detection algorithms for untrusted
communications and SId»oS attacks.

o)
A

NASTACIA
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4 PLATFORNDEPLOYMENT

The deployment of ANASTACIA as platform is currently executed the premises of UMU where the actual
demonstrator of the project takeplace. Prior to this, for development and demonstration purposes a test
installation of the core platform components has been provided where components were hosted in various
locatiorson the premises of technical partners. In the table below we prowigebasic requirements of the
components, in terms of memory, storage, processiagds,and the OS used.

Table2ld ! b! { ¢!/ L! O2YLRYySyiaQ NBIldANBYSyiia

Component(s) Memory Storage Processor oS
Policy Editor Tool 1GB 1GB 1vCPU Ubuntu
Policy Interpreter 1GB 1GB 1vCPU Ubuntu
Policy Conflict Detector 1GB 1GB 1vCPU Ubuntu
Policy Repository 1GB 1GB 1vCPU Ubuntu
Security Enablers 1GB 1GB 1vCPU Ubuntu
Provider

Security orchestrator 2GB 10GB 1vCPU Ubuntu
Engine

Security Orchestrator 2GB 10GB 1vCPU Ubuntu
Optimizer

Data Filtering and pre 16Gb 100Gb 4vCPUs Ubuntu
processing Component

Data Analysis 1Gb 1GB 1vCPU Ubuntu
Component

Verdict and Decisior 2Gb 10Gb 2vCPU Ubuntu
Support System

Mitigation Action 2Gb 20Gb 1vCPU Ubuntu
Service

Security Alert Service 2Gb 20Gb 1vCPU Ubuntu
Dynamic Security anc 4Gb 50Gb 4VCPU Ubuntu
Privacy Seal Agent

Security and Privacy 4Gb 50Gb 8VPCU Ubuntu
Manager Analysis*

Dynamic Security anc 8GB 50GB 8vCPU Ubuntu
Privacy Seal Use

Interface
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